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ABSTRACT

This article presents new experimental results for two-phase flow boiling of R-134a, R-1234ze(E) and R-245fa in a micro-evaporator. The test section
was made of copper and composed of 52 microchannels 163μm wide and 1560μm high with the channels separated by 178μm wide fins. The
channels were 13.2mm long. There were 35 local heaters and temperature measurements arranged in a 5×7 array as a pseudo-CPU. The total pressure
drops of the test section were below 20kPa in all cases. The wall heat transfer coefficients were generally above 10’000W/m2K and a function of
the heat flux, vapor quality and mass flux. A new flow pattern-based prediction method for flow boiling heat transfer coefficients in microchannels
was developed based on the experimental results. The new prediction method also predicted published data for four other test sections accurately,
capturing the trends versus vapor quality well.

Keywords: Two-phase microchannel flow, Microcooling, Flow pattern-based prediction method

1. INTRODUCTION

Electronic applications offer the economical potential to be the heat source
for low temperature (≤100◦C) waste recovery systems because they gen-
erate a very large amount of heat. Currently air-cooled systems are com-
monly used for computers and IGBTs (Insulated Gate Bipolar Transis-
tors). Yet for these applications, air-cooling is expensive. Koomey et al.
(2009) have calculated that the annual cost of running an air-cooled data
center is currently as high as the annualized equipment costs.

Two-phase cooling is an optimal replacement to air-cooling: the la-
tent heat of evaporation of a refrigerant (≈150kJ/kg) is much greater than
the sensible heat of liquid water (4.2kJ/kg). Therefore, it requires a much
lower flow rate and pumping power to remove the same amount of heat
than air or water. In addition, the fluid temperature of two-phase flow can
be almost uniform whilst using a dielectric refrigerant removes the risk
associated with water in an electrical circuit. Finally, two-phase cooling
can be directly integrated into a heat pump cycle, which can efficiently
increase the value of the waste heat for further use by raising the system’s
output temperature.

Any such heat recovery system must start from the two-phase liquid-
vapor flow leaving the evaporator mounted on the heat generating chip.
Park and Thome (2010) have shown that with a copper micro-evaporator,
an evaporating flow of refrigerant can successfully dissipate heat fluxes
over 350W/cm2 while maintaining the operating temperature under a
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given temperature limit, typically 85◦C for CPUs and 125◦C for IGBTs.
Current high-end CPU applications have a heat load of around 35W/cm2

which is expected to rise in the next generation of chips to about 100-
150W/cm2, while IGBTs have local heat fluxes above 120W/cm2. The
temperature limitation is principally set to reduce risk of failure by electro-
migration in micro-electronics nanometer-sized wires.

Many studies have examined two-phase heat transfer in microchan-
nel in single tubes or in multi-microchannel test sections. Although the
data reduction for single tube experiments is simpler, especially regard-
ing the flow distribution assumption, both types of test sections provide
precise results, once proper care is taken.

Thome and Consolini (2009) categorized experimental trends for mi-
croscale heat transfer coefficients in two groups. In some studies, the heat
transfer coefficient was found to be unaffected by the vapor quality or the
mass flux, but strongly dependent on the heat flux (Lazarek and Black
(1982); Tran et al. (1996); Bao et al. (2000)). In a second group of stud-
ies, heat transfer coefficients were found to be a function of the vapor
quality and the heat flux. The heat transfer results of Lin et al. (2001)
for R-141b in a 1mm tube and Agostini et al. (2008) for R-236fa in a
silicon 680μm × 223 μm multi-microchannel evaporator vary with re-
spect to heat flux and vapor quality. As the heat flux increases, the mean
heat transfer increases. First the local heat transfer tends to be higher
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towards the end of the channel, at high vapor qualities, but at higher
heat flux, the shape of the curve changes. It takes on a V-shape or flat-
tens and later has a decreasing trend with vapor quality. The two first
trends are also clearly seen in the results of Ong and Thome (2011b) and
Costa-Patry et al. (2011b).

Predicting experimental two-phase heat transfer coefficients in mi-
crochannels and their trends is a complicated task, taking into account
that the reported experimental values range from 2000 to 50’000W/m2K.
Nevertheless, several prediction methods have been proposed. The most
interesting ones were written with the insight from several studies, flu-
ids and geometries. Some studies adapted macroscale methods, such as
Bertsch et al. (2009). Thome et al. (2004) developed a semi-mechanis-
tic model, named the three-zone model, to describe the evaporation of
elongated bubbles in microchannels. For the annular flow regime, the
method of Cioncolini and Thome (2011) predicts both macro and mi-
croscale heat transfer coefficients. It is derived from a mechanistic anal-
ysis of the annular flow and used experimental results for 1.03mm to
14.4mm diameter test sections to optimize the method’s accuracy.

The objectives of the present paper are in a first part to present new
experimental results for pressure drops and heat transfer coefficients ob-
tained in a multi-microchannel copper evaporator. In a second part, an
improvement on the three-zone model of Thome et al. (2004) will be pre-
sented. It will then be integrated into a new flow pattern-based prediction
method for two-phase heat transfer in microchannels.

2. EXPERIMENTAL SETUP

The experimental setup used a thermal chip designed to be able to mimic
the behavior of a computer chip and make local temperature and heat
transfer coefficient measurements. It was previously used for a study
with a silicon micro-evaporator by Costa-Patry et al. (2011c), where it
was thoroughly described. A schematic of the test package is shown in
Fig 1 along with the relevant dimensions, listed in Table 1. In the pack-
age only the evaporator and the manifold are new. In addition, for the
current experimental campaign, the mounting of the heater was modified
(Costa-Patry (2011)), but this has no influence on the experiments.

The copper evaporator was manufactured by Wolverine Tube Inc.
using their micro-deformation technology. It was composed of 52 chan-
nels, each 163μm wide and 1560μm high, with fins 178μm thick. The
hydraulic diameter was measured by image processing of the channel
cut view. Since the channels were not perfectly rectangular, the area to
perimeter ratio was smaller and the tradional hydraulic diameter was mea-
sured as 246μm. The value for Dh = 2WH

W+H
defined as 294μm. The total

channel length was 15.7mm and restrictions were formed at the channel
extremities. The inlet restriction was 0.5mm wide, the outlet restriction
was 2.0mm and the effective channel length was 13.2mm. The chan-
nels were thus 0.5mm longer than the thermal chip (12.7mm). This extra
length was positioned at the channel outlet and was accounted for in post-
processing.

The test section’s manifold was made of stainless steel. It was in
contact with the evaporator on two planes. The manifold was pressed
on the evaporator to close the top of the channels. On the edges, an
O-ring sealed the test section. The inlet and outlet slits, respectively
0.5mm and 2mm wide, were machined in the manifold up to the plenums,
both 4.5mm in diameter. Two openings were made in each plenum at
mid-height for temperature and pressure measurements. In addition, two
0.5mm pressure tap holes were made on top of the evaporator at 2.73mm
and 11.72mm from the inlet edge. They were positioned over Columns 2
and 6, respectively 3.70mm and 13.82mm away for column 1 edge, and
recorded pressure over two channels at most.

3. OPERATING CONDITIONS

Three refrigerants were used for the tests, R-134a, R-1234ze(E) and R-
245fa. R-1234ze(E) is produced by Honeywell International as a sub-
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Fig. 1 Schematic of the test sections.

stitute for R-134a and was donated to LTCM. It has a low greenhouse
warming potential compared to the others and its properties are similar
to R-134a. Tests were performed at two saturation temperatures: 30◦C
and 50◦C. A needle valve placed before the test section maintained a
low subcooling in the inlet plenum (<1◦C). The inlet restriction then par-
tially flashed the fluid providing vapor bubbles to start the boiling pro-
cess. Pressure and temperature measurements in the plenums were in
close agreement with respect to the saturation point predicted by the va-
por pressure curve. Uncertainties of all measurements were calculated by
means of the method of Kline and McClintock (1953) and are summa-
rized in Table 2. Fluid properties and vapor pressure curves were obtained
with REFPROP, the NIST Standard Reference Database 23, Version 8.0.

4. DATA REDUCTION

To calculate local heat transfer coefficients the local channel pressure and
the local heat flux must be derived from the measurements. In the test
section, there are three different surfaces relevant to heat transfer:

1. Base: Surface found at the bottom of the thermal package, where
the heaters are positioned

2. Footprint: Equivalent surface found at the root of the fins, when
the fins are removed

3. Wall: Entire surface in contact with the fluid

Due to the high thermal conductivity of copper, the effect of heat
spreading within the evaporator are important, such that the base and
footprint heat fluxes are different. This was taken into account using a
multi-dimensional thermal conduction scheme, previously used to com-
pute heat transfer coefficients in non-uniform heat flux conditions in a
silicon micro-evaporator (Costa-Patry et al. (2011a)). As a result, the lo-
cal footprint heat fluxes and temperatures are known.

4.1. Pressure drop

In the test section, each component of the total pressure was measured,
but due to geometrical constraints, it was not possible to directly place
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Table 1 Test section dimensions.

Dimension Uncertainty
B: Evaporator width(mm) 17.78 ±0.1
Lch: Channel length(mm) 13.2 ±0.1

l: Heater size(mm) 2.54 ±0.02
H: Channel height(μm) 1560 ±5
W: Channel width(μm) 163 ±5
F: Fin thickness(μm) 178 ±5

N: Number of channels 52 –
Dh: Hydraulic diameter(μm) 246 ±10

echip: Thermal chip thickness(μm) 350 ±5
eTIM : TIM thickness(μm) 40 ±15

eevap: Evaporator base thickness(μm) 1800 ±10
Wall roughness (nm) 450 ±10
Inlet slit width(mm) 0.5 ±0.1

Outlet slit width(mm) 2.0 ±0.1
Slit height (mm) 6.67 ±0.05

Inlet plenum width(mm) 4.5 ±0.05
Outlet plenum width(mm) 4.5 ±0.05
Pressure tap diameter(mm) 0.5 ±0.05

LPTap1: Pressure tap position 1(mm) 2.73 ±0.01
LPTap2: Pressure tap position 2(mm) 11.72 ±0.01

Table 2 Results of the error propagation analysis.

Value Uncertainty
Base heat flux (kW/m2) 130–2950 ±2%

Mass flux (kg/m2s) 205–569 ±3%
Inlet restr. pressure drop (kPa) 0.05–1 ±6%

Outlet restr. pressure drop (kPa) -0.5–3.5 ±0.5
Channel pressure drop TP (kPa) 1–12 ±0.5

Vapor quality 0–0.8 ±0.01–0.05
Wall heat transf. coeff. (W/m2K) 5000–27’000 ±3–15%

the pressure tap at z=0 and z=Lch. To evaluate the inlet restriction pres-
sure drop, a series of single-phase test were performed. The single-phase
channel pressure drop (ΔP2) was then extrapolated linearly to determine
the inlet restriction pressure drop. The resulting equation was:

Δprestr−in = Δp1 − Δp2
LPTap2 − LPTap1

× LPTap1; (1)

The two-phase outlet restriction pressure drop was calculated during
the two-phase experiment using the same technique:

Δprestr−out = Δp3 − Δp2
LPTap2 − LPTap1

× (Lch − LPTap2) ; (2)

A two-phase linear pressure drop was assumed to describe the local
channel pressures. The channel length was discretized into 100 incre-
ments i. The first channel pressure, p1,y , was calculated by subtracting
the inlet restriction pressure drop from the inlet plenum absolute pressure:

p1,y = pinlet −Δprestr−in (3)

If the liquid entering the channel was sub-cooled, the local pressure drop
was computed using:

pi,y = pi−1,y − 4f
G2

2ρl

dz

Dh
(4)

where f was evaluated using Biber and Belady (1997)’s correlation .
Once the fluid’s saturation temperature was reached, the position

was denoted as onset and the local pressure as ponset,y . A linear pressure
drop rate was assumed between ponset,y and a reference pressure, pref,y .

pi,y = ponset,y − dz(i− onset)
ponset,y − pref,y
zref,y − zonset

(5)

The reference was set to pressure tap 2:

pref,y = poutlet −Δp3 (6)

The local fluid enthalpy was calculated from an energy balance and
the inlet restriction was assumed to be adiabatic, so that:

h1,y = hin (7)

hi,y = hi−1,y + qfootprint,xy
W + F

GHW
dz (8)

Using local pressure and temperature in REFPROP to determine the
reference enthalphy hl and hv , the local vapor quality was obtained:

xiy =
hiy − hl,iy

hv,iy − hl,iy
. (9)

Finally, the local fluid temperature was determined in REFPROP using
the local pressure (and enthalpy for single-phase).

4.2. Heat transfer coefficient

With the local footprint heat flux and the fluid and wall temperatures, the
footprint heat transfer coefficient can be calculated from Newton’s law of
cooling:

αfootprint,xy =
qfootprint,xy

Tw,xy − Tf,xy
. (10)

As previously noted, the calculation of the fluid temperature was divided
into 100 increments, whereas there were 5 base temperature measure-
ments in each column. Thus for the calculation of the heat transfer co-
efficient, the average of the 20 local fluid temperatures found over each
heater was used.

The footprint heat transfer coefficient (αfootprint) is useful for ther-
mal resistance analysis in thermal packaging. However, to compare re-
sults to flow boiling prediction methods and design an evaporator, infor-
mation about the wall heat transfer coefficient, which includes the influ-
ence of the fins, is needed. The local wall heat flux and wall heat trans-
fer coefficient were calculated by iteratively solving equations 11 – 13,
adapted from Kreith and Bohn (2001) for N+1 fins:

qw,xy = qfootprint,xy
(N + 1)(F +W )−W

NW + 2(N + 1)Hηw,xy
(11)

with

ηw,xy =
tanh

√
2αw,xy

(H)2

λevapF√
2αfootprint,xy

(H)2

λevapF

(12)

and

αw,xy =
qw,xy

Tw,xy − Tf,xy
. (13)

5. PRESSURE DROP RESULTS

Pressure measurements were taken at different locations in the test sec-
tions in order to evaluate the following pressure drop components: the
inlet restriction pressure drop, the microchannel pressure drop and the
outlet restriction pressure drop. Added together, they formed the total
pressure drop across the test section.
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5.1. Validation test

Single-phase microchannel pressure drops in the test section were used
to validate the measurement and data reduction methods. Using the same
measurement datasets as the one used to determine the inlet pressure loss
coefficient, Fig 2 shows that the experimental channel frictional pressure
drop factor is very well predicted by the method of Biber and Belady
(1997). Only a few measurement points below Re = 100 are not accu-
rate. Thus the channel pressure drop measurement technique is validated.
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Fig. 2 Frictional pressure drop factor for copper test section.

5.2. Inlet and outlet restriction pressure drop

The pressure drop found in the inlet restriction was evaluated for each
refrigerant in single-phase adiabatic conditions. It covers pressure drops
from 50 to 1000Pa. The measurements were repeated for several mass
fluxes and using a standard formulation used by Idelcik (1999) for singu-
larity pressure loss, the inlet restriction losses were modeled as:

Δprestr−in =
G2

2ρl
ξ (14)

where ξ is the pressure loss coefficient. This expression was then used
for the two-phase experiments, although the restriction, by flashing the
incoming liquid as it exits the restriction, increased the pressure drop.
This added pressure component was assumed to be negligible when com-
pared to the two-phase channel pressure drop.

Fig 3 shows the curves for all fluids for the different experimental
test conditions. The best fit values for ξ are respectively 5.708, 6.399 and
6.563 for R-134, R-1234ze(E) and R-245fa.

To obtain an estimate of ξ without experimentation, Idelcik (1999)
lists pressure loss coefficients for simplified geometries (sudden expan-
sion, round to square pipe, etc...). The inlet restrictions of the test sections
must be divided into three sections to fit into the Idelcik (1999) descrip-
tion. The flow first enters a sudden contraction, when it goes from the
plenum to the slit. Then it flows through a second area reduction, when
entering the channels from top, and finally it makes a right angle turn
into the channels. The pressure loss coefficient for each section was then
calculated for a channel-based mass flux of 500kg/m2s and the results
are tabulated in Table 3. The sum of the three components (8.6) is also
plotted in Fig 3. Since it is relatively close to the experimental pressure
drop shown Fig 3, this method can be used to evaluate the inlet restriction
pressure drops for design purposes when no test data are available.

The outlet restriction pressure drop was computed using equation 2.
A result example is shown for R-134a in Fig 4. Compared to the results of
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Fig. 3 Experimental measurement of the inlet restriction pressure drop

Table 3 Pressure loss coefficients ξ derived from methods by Idelcik
(1999).

Section 1 1.7
Section 2 0.4
Section 3 6.5

Sum 8.6

Costa-Patry et al. (2011c), which used 85μm channels, the current pres-
sure drops for the same fluid (R-245fa) are lower, which means that the
pressure drop in the restriction is a function of the channel width. All
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Fig. 4 Outlet restriction pressure drop for R-134a at Tsat=30.5◦C.

outlet restriction pressure drop measurements from this work and from
Costa-Patry et al. (2011c) (585 datapoints) have been collected into a sin-
gle database in order to develop a new prediction method. The follow-
ing equation is giving by Collier and Thome (1994) for pressure recovery
across a sudden enlargement:

Δpin−end = G2
1
Ain

Aend

(
1− Ain

Aend

)
υl

(
1 +

υlv

υl
x

)
(15)

The density ratio, geometry, vapor quality and mass flux are all present in
the equation for pressure drop, but it does not predict a pressure drop from
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the inlet position to the outlet position. A simple enlargement will lead
to a pressure recovery, but in the outlet restriction, the complex geometry
leads to a pressure drop from the channel end to the plenum in most cases.

Starting from the Collier and Thome (1994) equation, the term 1 +
υlv
υl

x was simplified into ρl
ρv

x. The area ratio was replaced by the channel
width (Wch) to the slit width (Wslit) ratio raised to an exponent. This
exponent’s value was found by numerical least-square fit iteration. The
resulting equation is:

Δprestr−out =
G2

ρl

Wch

Wslit

0.2274

xch−end
ρl
ρv

(16)

The predicted data are shown against the experimental ones in Fig 5.
The mean absolute error for pressure drops larger than 500Pa is 28.5%
and 65.1% of all data are predicted within 30%.
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Fig. 5 Comparison between prediction method and experimental re-
sults for two-phase outlet restriction pressure drop in multi-
microchannels.

Based on equation 16, to reduce Δprestr−out for a constant mass
flow and heat flux without increasing the total pressure drop, this can be
achieved two ways:

1. By increasing Wslit to reduce the ratio of Wch/Wslit (decreasing
Wch would increase the channel pressure drop) .

2. By using a refrigerant with a low liquid to vapor density ratio,
where R-134a and R-1234ze(E) are better choices than R-245fa.

5.3. Two-phase flow channel pressure drop

The experiments used to evaluate the microchannel pressure drops were
made under a uniform heat flux, varying the mass flux and the saturation
temperature. The channel pressure drop was directly measured through
Δp2. An example of the results for the two-phase channel pressure drops
for both test sections are shown in Fig 6. The pressure drop increases al-
most linearly with the quality and with mass flux, trends which are typical
of two-phase flows without dry-out. As the vapor quality nears zero, the
total pressure drop tends toward the single phase pressure drop of each
fluid.

In the case of R-134a and R-1234ze(E), when the channel pressure
drop is below Δpch=6000Pa, the corresponding saturation temperature
drop is less than 0.5◦C. For these two fluids, a constant fluid tempera-
ture boundary condition can probably be used for numerical simulations,
although the actual values were used for reducing the heat transfer coeffi-
cient. In the case of R-245fa, the temperature change from inlet to outlet
is around 1◦C.
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Fig. 6 Channel pressure drop for R-134a at Tsat=30.5◦C.

The total pressure drop over the test section is central for the de-
sign of efficient cooling systems. If the total pressure drop is very low,
a pump-free system such as a thermosyphon could be used to drive the
system. In this arrangement, the fluid circulation is induced by a column
of liquid. Taking into consideration that in current datacenters, two me-
ter high columns are possible, around 24kPa would be available to run a
pump-free system.

Adding together the results from Figs 3, 4 and 6, it is possible to
evaluate the total pressure drop for R-134a. For all mass fluxes, it is pos-
sible to maintain that the total micro-evaporator pressure drop parameter
below 10kPa, although for 568kg/m2s, the outlet vapor quality must re-
main below x=0.3, where 10kPa corresponds to a liquid column height of
less than one meter, well within what is achievable in a datacenter. There-
fore, with a careful sizing of the other elements in the cooling systems, it
could possible to bring the overal pressure drop of the system below the
20kPa.

Two methods were developed using data derived from rectangular
microchannels, those of Lee and Garimella (2008) and
Lee and Mudawar (2005b), although neither had aspect ratios over 3.6.
Along with these two correlations, the homogeneous model with
Cicchitti et al. (1960)’s viscosity model, the separated flow model of
Lockhart and Martinelli (1949) and the methods of
Cioncolini et al. (2009) and Baroczy (1965), adapted by Chisholm (1973)
will be compared to the experimental results.

The method of Cioncolini et al. (2009) cannot handle low vapor qual-
ities as it was derived for annular flows only. Thus at low vapor qualities,
the method of Lockhart and Martinelli (1949) is used and after the IB–CB
transition vapor quality predicted by the map of Ong and Thome (2011a)
is reached, the Cioncolini et al. (2009) method is applied. The momen-
tum pressure drop component is included in the comparisons. To calcu-
late it, Zivi (1964)’s void fraction method was be used if the authors did
not specify another one. Finally, each method will be evaluated using two
different definitions for the hydraulic diameters:

Dh =
4A

P
(246μm) (17)

Dh =
2WH

W +H
(294μm) (18)

Table 4 lists the mean absolute error (MAE) obtained for each pre-
diction method with each definition of hydraulic diameter. For each test
section, the four best predictions, based on the mean value of MAE for
all fluids, are highlighted. The accuracy of some prediction methods can
vary a lot depending of the definition of the hydraulic diameter used.
Most methods were based on experimental results made using circular
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channels, which poorly describe the shear stress interaction in high as-
pect ratio channels and applying them to high aspect ratio cross-sections
can be problematic.

Table 4 Mean absolute error for prediction of the channel pressure drop.

Dh = 246μm R134a R1234ze R245fa
Baroczy (1965) 31.0% 20.0% 53.0%

Cioncolini et al. (2009) 50.7% 56.1% 94.3%
Homogeneous model 41.0% 26.3% 149.3%

Lee and Garimella (2008) 57.8% 51.6% 42.7%
Lee and Mudawar (2005a) 31.8% 34.2% 38.6%

Lockhart and Martinelli (1949) 43.2% 35.7% 29.2%
Dh = 294μm R134a R1234ze R245fa

Baroczy (1965) 42.4% 30.9% 28.9%
Cioncolini et al. (2009) 35.0% 35.7% 36.3%
Homogeneous model 52.2% 37.6% 86.6%

Lee and Garimella (2008) 61.8% 56.5% 45.9%
Lee and Mudawar (2005a) 42.6% 45.0% 44.0%

Lockhart and Martinelli (1949) 53.1% 47.7% 35.7%

6. HEAT TRANSFER COEFFICIENT RESULTS

The 35 temperature sensors provided simultaneous information about the
heat transfer over the array heater for each test condition. As a result, the
experimental database for heat transfer coefficients under uniform base
heat flux is very extensive. Experiments were performed at several mass
fluxes, with four refrigerants, at two saturation temperatures and numer-
ous heat fluxes.

6.1. Validation tests

Four different validations were done with respect to the local wall heat
transfer coefficient results:

• Accuracy with respect to single-phase Nusselt predictions for sub-
cooled liquid tests

• Exactness of the data reduction scheme

• Lateral uniformity of the results

• Repeatability of the results

6.1.1. Single-phase Nusselt number Since copper has a high thermal
conductivity, conduction effects are important in the copper test section.
Two measures were then taken to counter heat spreading in the copper
test section. First, a two-dimensional conduction scheme, presented in
Costa-Patry et al. (2011a), was used for the data reduction to include the
flow-wise heat spreading. Second, the results from Columns 1 and 7
were not used, because the copper frame dissipated heat flux through the
two sides of the evaporator area and measurement zones most affected by
this effect were Columns 1 and 7. Both measures (2-D conduction and
results from Columns 2 to 6) will be applied to the two-phase flow data
reduction.

Shah and London (1978) tabulated results for hydrodynamicaly and
thermally developing laminar flows. These are expressed in a Taylor se-
ries expansion as:

Nuz = 3.04+
0.0244

z∗
+

0.448

γ
− 2.69× 10−5

z∗2
+

0.02

γ2
− 6.78× 10−4

z∗γ
(19)

where

z∗ =
π

4

z

RePrDh
(20)

and γ is the aspect ratio W/H. This expression has been compared
versus subcooled liquid heat transfer data taken in the test section.

The local and average Nusselt numbers obtained in the test section
for R-134a are shown in Fig 7 and compared to the Shah and London
(1978) method. The values obtained for Num are well predicted; the
mean absolute error for R-134a was 7%. It was possible to reach the
transitional flow regime (Re≥1200) with R-134a and the correlations of
Pethukov (1970) for turbulent flow and Olivier (2009) for transitional
flow in smooth pipes were used for the comparison. The results for lam-
inar Nuz are scattered around Shah and London (1978)’s prediction, but
once the error bars are taken into account, most datapoint uncertainties
cover the predicted values. For R-134a 83% of the data, including the
error bars, fall within ±20%.

The test sections were designed and instrumented for two-phase flow
boiling experiments and for low Reynolds number single-phase heat trans-
fer tests, so the instrumentation was not appropriate to measure heat
spreading. Thus some single-phase test results will lie outside the pre-
dicted values and the validations cannot be performed for all conditions.
The importance of heat spreading is greatly reduced in flow boiling as
the heat transfer coefficients are ten to thirty-fold higher. Thus, based on
the results shown in Fig 7, the single-phase validations show that the in-
strumentation and the data reduction used for the copper test section are
appropriate for two-phase heat transfer coefficients experiments.
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Fig. 7 Single-phase validation of the Nusselt number for R-134a
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6.1.2. Thermal conduction data reduction scheme For the data reduc-
tion of two-phase flow results, the thermal conduction schemes used in
single-phase validations were applied to the experimental measurements.
It is important to show that the thermal conduction (heat spreading) was
well computed and for this, validations were performed with a numerical
simulation program, COMSOL Multiphysics 4.0. This validation is ac-
tually a reverse calculation: the results of data reduction are used in the
program to set the heat transfer coefficients and then the base tempera-
tures are recalculated. If the results for base temperature agree with the
measurements, then the exactness of the data reduction scheme is vali-
dated.

In simulations with COMSOL, all boundary conditions must be spec-
ified since the program used a different solving strategy than the data re-
duction scheme. The local heat transfer coefficients calculated through
the data reduction were used to create a continuous function from z=0
to Lch to be input in COMSOL. Comparisons were then made between
the measured base temperatures and those calculated by COMSOL using
a one-dimensional conduction scheme for the silicon test section and a
two-dimensional scheme for the copper test section.

The results of these validations are shown in Fig 8(a) with R-1234ze
(E) along with the input “footprint” heat transfer coefficient curve in Fig
8(b). The simulated base temperatures fall very close to the measured
values, which means that the heat spreading is well captured by the two-
dimensional conduction model. Thus, the thermal conduction scheme is
accurate and can be used for the calculation of local heat transfer coeffi-
cients.

6.1.3. Lateral heat transfer coefficients uniformity To lighten the pre-
sentation of the results, the downstream evolution of the local heat trans-
fer coefficients will be presented as a lateral average of the values in all
columns as it was done by Costa-Patry et al. (2011b). This is possible be-
cause the heat flux and mass flux in each channel are the same, such that in
theory the local heat transfer coefficients at any lateral position will also
be the same. However in practice, due to small geometrical variations
between the channels, there will be differences in heat transfer. These
will be more important when the local flow regime is sensitive to the wall
geometry, for example for bubble generations and cyclical dry-outs.

In Fig 9, typical lateral profiles of heat transfer coefficients for a
given heat flux are plotted. The position of the minimum heat transfer
coeffcient moves in the test section. In Columns 2 and 4 it is positioned
over Row 3 and in the other columns over Row 4. The differences in
trends are probably due to a delay in the flow regime transitions. Since the
heat transfer coefficients are not perfectly uniform laterally, the standard
deviation will be reported on each graph and noted as the RMS value.

6.1.4. Repeatability of the results An important issue in flow boiling
is the repeatability of the tests. The reproductibility of the heat transfer
coefficient results are presented in Fig 10 for with R-134a using the lateral
mean of the heat transfer coefficients. The different sets of data were
recorded with about one month interval between them, referred to as Test
1 and Test 2. In each case, the results for both tests fall on the same trend
curve for all heat fluxes. On the graphs, the spread around the trend lines
for the Test 1 and 2 pairs (same color) are smaller than the heat transfer
coefficient uncertainty and small offsets in vapor quality are observed due
to experimentally setting the inlet subcooling. The results were therefore
found to be very reproducible both over time and location on the test
sections.

6.2. Two-phase heat transfert coefficients

The experimental database was obtained for local heat transfer coeffi-
cients under uniform base heat flux conditions. The refrigerants were
tested at two saturation temperatures, 30◦C and 50◦C and at mass fluxes
from 205 to 569kg/m2s. The base heat flux was incrementally raised un-
til the base temperature reached 85◦C. Base heat fluxes varied from 130
to 2950kW/m2 (13 to 295W/cm2). No attempt was made to reach the
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Fig. 8 Comparison between the two-dimensional thermal conduction data
reduction and COMSOL Multiphysics’ results for the copper test
section: R-1234ze(E), 411kg/m2s, Column 6, qb=136.3W/cm2.

critical heat flux to prolong the life of the test sections.

In order to report the results in a consistent fashion, the wall heat
transfer coefficients are analyzed only with respect to the wall heat flux,
accounting of course for the fin efficiency of the walls. For quick com-
parisons, multiplying the wall heat flux and heat transfer coefficients by
8 yields a value close to the equivalent “footprint area" heat transfer co-
efficient. Eight is the rounded value of the right hand side coefficient
multiplying qfootprint,xy in equation 11.

A representative sample to the results for average wall heat trans-
fer coefficients versus vapor quality are shown in Figs 11 to 13. On
the graphs, each curve is composed of five measurement points, corre-
sponding to each row position. The points are linked by a cubic spline
to help the visualization of trends. This curve fit should not be used to
infer the local heat transfer coefficients between the measurement points.
The wall heat transfer coefficients were calculated using the local wall
heat flux values. However each curve is described by the average value
of wall heat flux for that test condition. Due to the local change in fin
efficiency and heat spreading, there are differences between this average
value and the local ones. These can represent up to ± 15% of the mean
value, but is usually closer to ± 7%. Error bars are not shown in order to
make the graphs readible. Note that the uncertainty on the heat transfer
value typically decreases with increasing heat flux, since the temperature
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Fig. 9 Heat transfer coefficients in all columns. R-134a, 473kg/m2s,
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0 0.05 0.1 0.15 0.2 0.25 0.3
0

0.5

1

1.5

2

x 10
4

x [−]

α w
 [

W
/m

2 K
]

 

 

Test 1: 3.95 kW/m2K

Test 1: 7.62 kW/m2K

Test 1: 14.3 kW/m2K

Test 2: 3.82 kW/m2K

Test 2: 7.38 kW/m2K

Test 2: 14.3 kW/m2K

Fig. 10 Reproductibility of αw at different wall heat fluxes. R-134a,
411kg/m2s.

difference between the fluid and the wall increases.
The peak heat transfer is positioned at Row 1 and increases with

heat flux. The highest wall heat transfer coefficient measured is 27’000
W/m2K with R-134a at 403kW/m2 for a mass flux of 568kg/m2s and at
a saturation temperature of 29.9◦C (as a “footprint” heat transfer coef-
ficient this is a value of about 216’000W/m2K). In most cases, the heat
transfer increases at the end of the curve and the minimum is positioned
over Row 3 or 4. As the vapor quality increases, the influence of heat flux
decreases and the heat transfer coefficients tend toward a common curve,
as was seen in the silicon test section and by Ong and Thome (2011b) in
single channel tests. The higher saturation temperature does not signif-
icantly change the heat transfer trends, although the heat transfer levels
are slightly higher at higher temperature. For example, in Figs 12(b) and
12(c), the heat transfer values at 170kW/m2 are on average 1260W/m2K
higher at 50.9◦C than at 30.2◦C (about 5 to 10%).

At 160kW/m2 and at about 350kg/m2s, Fig 14 compares the heat
transfer coefficients for all fluids at similar test conditions. For this case
the highest heat transfer coefficients are obtained with R-1234ze(E) and
that all three fluids follow the same general trend. The wall heat trans-
fer coefficients were replotted for R-134a and R-1234ze(E) at constant
heat flux and varying mass fluxes in Figs 15 and 16. At low vapor qual-
ity, the heat transfer coefficient is higher for low mass fluxes. Otherwise
in Fig 15(b), the mass flux has little influence on the increasing branch.
When the heat flux is higher, as in Figs 15(a), 16 and 17, the curves
are separated at high vapor quality with lower heat transfer at low mass

fluxes. This again supports the possibility that cyclical dry-outs are occur-
ring. Since those dry-outs are not permanent, they do not lead to critical
heat flux, but once time-averaged, they decrease the local heat transfer
coefficient.
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Fig. 11 αw for R-134a at different qw.
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Fig. 12 αw for R-1234ze(E) at different qw.

7. FLOW PATTERN-BASED PREDICTION METHOD

A new flow pattern-based method is proposed below using the three-
zone model of Thome et al. (2004) for the intermittent flow regime and
the model of Cioncolini and Thome (2011) for the annular flow region
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Fig. 13 αw for R-245fa at different qw.

(AF). The intermittent flow regime combines the IB (isolated bubble flow
regime) and CB (coalescing bubble flow regime) flow regimes into one.
Both methods were modified to fit better the high-aspect ratio microchan-
nel and a new flow pattern transition criteria is proposed based on the
experimental results.
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Fig. 14 Comparison between R-134a, R-1234ze(E) and R-245fa around
350kg/m2s and Tsat=30◦C.

7.1. Transition criteria

Comparing wall heat transfer coefficient results with flow pattern maps,
Ong and Thome (2011a) predicts a IB–CB transition to be at around x =
0.05 and a CB–AF transition at around x=0.15 for both test sections. The
influence of the IB–CB transition is not seen in the heat transfer results,
although the cubic spline can give this impression in some graphs. On
the other hand, the CB–AF transition vapor quality is sometimes close the
position of the minimum heat transfer coefficients, although the predicted
transition vapor quality does not change with heat flux.

The CB–AF transition should influence the heat transfer level. In
the coalescing bubble flow regime, the heat transfer should drop, because
depending on the model, the importance of dry-out increases (three-zone,
Thome et al. (2004)) or the importance of nucleate boiling, which has an
higher rate of heat removal, decreases (Bertsch et al. (2009)). In the an-
nular flow regime, heat transfer is a function of the liquid film thickness.
When the vapor quality increases, the film becomes thinner and the heat
transfer coefficient increases.

In this case, the inflection point in the heat transfer coefficient curves
should denote a change in flow pattern and thus can be used to track the
diabatic CB–AF transition. This was done in Fig 18 for R-134a in the
copper test section. The vapor quality where the minimum heat transfer
occurs increases with increasing heat flux and to a lesser degree with a
decreasing mass flux. Tracking the minimum on the wall heat transfer
coefficients graphs, a new transition criteria can be defined to include the
effect of heat flux in the Ong and Thome (2011a) map for the CB–AF
transition and was also plotted in Fig 18.

Three differerent databases were used to determine the transition va-
por quality: the current one, the database of Costa-Patry et al. (2011b)
obtained using a silicon evaporator and the extensive database for three
circular tubes (D=1.03mm, 2.20mm and 3.04mm) presented in
Ong and Thome (2011b). Together these studies form a database cover-
ing diabatic conditions with wall heat fluxes from 8kW/m2 to 260kW/m2,
mass fluxes from 100kg/m2s to 1100kg/m2s, four different refrigerants,
for hydraulic diameters from 146μm to 3.04mm. Based on the studies,
the vapor qualities at which the minimum heat transfer coefficients occur
were found to be well predicted by

xCB−AF = 425

(
ρv
ρl

)0.1
Bo1.1

Co0.5
(21)

where Bo is the boiling number and Co the confinement number. The
constants were found by a least fit square iteration. Equation 21 says
that the transition is a function of the liquid to vapor density ratio, of
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Fig. 15 αw for R-134a for increasing mass fluxes.

the diameter through the confinement number and finally of the heat flux
and the mass flux, both contained in the boiling number. In the database,
the minima found at the first and last measurement point were excluded,
because in the first case, they were due to a subcooling effect and in the
second case, it is not possible to say if the minimum has been reached.

More than 95% of the minimum data fall within the experimental
resolution. Points falling within the experimental resolution were counted
as accurate, where the resolution is defined as the difference in vapor
quality between two measurement points. For example, if at Row 3 x is
0.3 and at Row 4 x is 0.4, the resolution is 0.1.

Although the number of mass fluxes tested is small, the shape of
the transition curves in Fig 18 is reminiscent of that of Ong and Thome
(2011a). However the boiling number is absent from their correlations.
Their observations were made in a adiabatic glass tube placed after an
heated section of tube stainless steel tube. Differences in the test setup
could explain why they did not find an effect of the heat flux on the CB–
AF transition. Thus, it is recommended here to use the Ong and Thome
(2011a) map with the new CB–AF transition proposed here.

7.2. Modification to the heat transfer prediction methods

7.2.1. Three-zone model The three-zone model used for the flow pat-
tern based model differs from the original publication. First, as shown
by several authors (Agostini et al. (2008) and Ong and Thome (2011b)),
the three-zone model works better when the minimum film thickness was
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Fig. 16 αw for R-1234ze(E) for increasing mass fluxes.

set to the wall roughness. Second, the correlations used in the Nusselt
number calculations for the liquid and vapor slugs were changed. The
developing flow equations, which could lead to non-sensical results in
small channels, were replaced by fully-developed ones as follows:

Nulam = 4.36 (22)

Nuturb =
Pr f

8
(Re− 1000)

1 + 12.7
(
f
8

)0.5
(Pr2/3 − 1)

(23)

for Re≥1500.
Finally, the original definition of the liquid film heat transfer was

used. To prevent the computational problems observed by Dupont et al.
(2004) when δ0 ≈ δend, the denominator was stabilized by adding one
nanometer in the substraction such that:

hfilm =
λl

δo − δend + 1× 10−9
ln

δo
δend

(24)

7.2.2. Annular flow model The Cioncolini and Thome (2011) annular
flow method needs to be adapted to use it for non-circular shapes. It
balances forces in the channel to calculate a radial film thickness in a cir-
cular channel. This film must be redistributed to the rectangular perimeter
keeping the same area proportion between the shapes and to conserve the
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Fig. 17 αw for R-245fa for increasing mass fluxes and qw=130kW/m2 at
Tsat=31.0◦C.
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Fig. 18 Vapor quality at the minimum heat transfer coefficients for R-
134a in copper test section

liquid cross-sectional area proportions, so it make sense to use the equiv-

alent diameter, Dh=
√

4WH
π

for this method. Note that in the model, the
true value of the perimeter was used and not 2(W+H). As a consequence
of this adaptation, the average rectangular film thickness was about half
the circular one.

In practice, the liquid film thickness is first calculated for the equiv-
alent circular pipe. Then the cross-sectional area taken by the circular
film is calculated (A = π

4

(
D2

h − (Dh − 2δ)2
)
). The liquid film must

occupy the same area in the rectangular shape as in the circular pipe. In
such case, the liquid film thickness in the rectangular liquid film thick-
ness is found by dividing the liquid film area by the rectangular channel
perimeter (δ = A/Perimeter). The Nusselt number calculated by the
method is finally transformed in an heat transfer coefficient by dividing it
by the rectangular liquid film thickness.

7.3. Description and accuracy

The two methods were here combined to form the first flow-pattern based
prediction method for flow boiling in microchannels with a smooth tran-
sition in the heat transfer coefficient created by the inclusion of a “buffer”
zone, since the three-zone (α3Z ) and annular (αAF ) do not match in value
at the CB–AF transition. All data below the CB–AF transition zone were
treated by the three-zone model (i.e. IB and CB flow regimes). For mea-
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surement points with a vapor quality in the transition zone, the heat trans-
fer was a combination of the three-zone and the annular flow models. Fi-
nally, for measurements at vapor qualities higher than the transition zone,
the annular flow model was used.

The vapor quality transition zone was defined based on the experi-
mental resolution to be from:

xCB−AF ± xexit

5
(25)

The term, xexit is evaluated from an energy balanced from inlet
to outlet of the evaporator, neglecting the effect of flashing due to the
pressure losses. Entering the transition zone, the heat transfer coefficient
should be equal to the three-zone value and exiting it, it should be equal
to the annular flow value. The proration factor r within the zone is:

r =
x− xCB−AF

0.2xexit
+ 0.5 (26)

At r = 0.5 (the minimum), the heat transfer coefficient should be a
balance between both models, such that if α3Z is small, αAF dominates
and vice versa. Bringing both considerations together, the equation for
the heat transfer coefficient in the transition zone is:

αCB−AF = (1− r)α3Z +
rαAF

(1− r)α3Z + rαAF

× (rαAF − (1− r)α3Z) (27)

The heat transfer coefficient results for uniform heat flux from the
current experimental database, that presented by Costa-Patry et al. (2011b)
for a silicon micro-evaporator and the circular pipes database of
Ong and Thome (2011b) were be compared with four prediction meth-
ods, namely:

1. New flow pattern-based mode

2. Bertsch et al. (2009)

3. Lee and Mudawar (2005b)

4. Tran et al. (1996)

As given in Tables 5, 6 and 7, the new method is as good as that
of Bertsch et al. (2009) for the copper test section and the circular pipes,
and is 10% more accurate than any other method in the silicon test sec-
tion. For the copper test section and the circular pipes, the mean absolute
error for all fluids are respectively 27.9% and 27.8%. For the silicon
test section, the mean absolute error decreases to 19.4%. Note that for
the circular pipes, the method of Tran et al. (1996) is the most accurate,
however it is not accurate for the other test sections.

Table 5 Mean absolute error for local heat tranfer coefficients in the sili-
con test section. Data from Costa-Patry et al. (2011b)

Silicon test section R236fa R245fa All
New method 17.3% 21.9% 19.4%

Bertsch et al. (2009) 23.3% 37.1% 29.5%
Lee & Mud. (2005b) 48.8% 60.6% 54.1%

Tran et al. (1996) 62.4% 82.1% 71.2%

Fig 19 shows simulations of the new model and that of Bertsch et al.
(2009) at the same conditions as in Fig 11(c) for R-134a. The new
model reproduced the heat transfer trends much better than the method
of Bertsch et al. (2009). The minimum in the test data are seen to be
reproduced well by the new flow pattern based model while not by the
other method. The method predicts a V-shape profile similar to the ex-
periments, although it underestimates the slope of the second branch and
overestimates slightly the heat transfer values at the inlet, which typically
fall in the IB flow regime. Getting the correct trends is very important
when evaluating the local temperature in the eventual CPU being cooled.

Table 6 Mean absolute error for the local heat tranfer coefficients in the
copper test section.

Copper test section R134a R1234ze R245fa All
New method 21.9% 33.1% 32.9% 27.9%

Bertsch et al. (2009) 29.3% 23.3% 30.9% 27.4%
Lee & Mud. (2005b) 36.2% 38.8% 24% 35.4%

Tran et al. (1996) 30.5% 48.5% 72.0% 42.4%

Table 7 Mean absolute error for the local heat tranfer coefficients in stain-
less steel circular tubee. Data from Ong and Thome (2011b)

Circular tubes 1.03mm 2.20mm 3.04mm All
New method 26% 32.6% 24.7% 27.8%

Bertsch et al. (2009) 19.6% 26.3% 30.2% 25.4%
Lee & Mud. (2005b) 51.9% 72% 78.5% 67.5%

Tran et al. (1996) 25.5% 16.5% 15.3% 19.1%

8. CONCLUSIONS

The pressure drop and heat transfer characteristics of flow boiling of
R-134a, R-1234ze(E) and R-245fa were investigated in a copper multi-
microchannel evaporator. The experimental instrumentation was designed
to be able to measure the outlet restriction pressure drop. Using the re-
sults from two test sections, a prediction method for the outlet restriction
pressure drop was developed starting from the equation for pressure drop
across a sudden expansion from Collier and Thome (1994). Adding each
pressure drop component, the total pressure drop in the copper test sec-
tion was found to be low enough to be driven by a pump-free system,
such as a thermosyphon.

Heat transfer coefficients for uniform heat flux conditions were tested
for wall heat fluxes varying from 15 to 400kW/m2 and were found to be
as high as 27’000W/m2K. For a given heat flux, they typically followed a
V-shape as the vapor qualities increased. Each branch was associated to
a flow pattern: intermittent flow and annular flow. The minimum point in
the V-shape trend was used to develop an heat flux dependent transition
criteria between intermittent and annular flow. Using this criteria, it was
then possible to develop the first flow pattern-based prediction method
for flow boiling heat transfer coefficients in microchannels. The resulting
method was found to give the most precise predictions and followed very
well the experimental trends.
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NOMENCLATURE

A Area (m2)
AF Annular flow regime
B Evaporator width (m)

Bo Boiling number
(

q
Ghlv

)
CB Coaslescing bubble flow regime

Co Confinement number

(
1

Dh

√
σ

g(ρl−ρv)

)

c Heat capacity (kJ/kgK)
Dh Hydraulic diameter (m)

12



Frontiers in Heat and Mass Transfer (FHMT), 3, 013002 (2012)
DOI: 10.5098/hmt.v3.1.3002

Global Digital Central
ISSN: 2151-8629

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0

0.5

1

1.5

2

2.5

3

3.5
x 10

4

x [−]

α w
 [

W
/m

2 K
]

 

 

19.2kW/m2

50.8kW/m2

88.9kW/m2

146kW/m2

183kW/m2

222kW/m2

261kW/m2

302kW/m2

345kW/m2

392kW/m2

(a) New flow pattern based heat transfer model

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0.5

1

1.5

2

2.5

3

3.5

4
x 10

4

x [−]

α w
 [

W
/m

2 K
]

 

 

19.2kW/m2

50.8kW/m2

88.9kW/m2

146kW/m2

183kW/m2

222kW/m2

261kW/m2

302kW/m2

345kW/m2

392kW/m2

(b) Bertsch et al. (2009)

Fig. 19 Simulated αw for R-134a, 569kg/m2s, Tsat=29.9◦C.

f Frictional pressure drop coefficient
dz Dowstream increment (m)
e Thickness (m)
F Fin thickness (m)
G Mass flux (kg/m2s)
g Earth gravity (9.81m/s2)
H Channel height (m)
h Enthalpy (kJ/kg)
IB Isolated bubble flow regime
L Evaporator length (m)
l Heater size (m)
N Number of channel
Num Mean Nusselt number

(
αD
λ

)
Nuz Local Nusselt number

(
αD
λ

)
Pr Prandtl number

(
cμ
λ

)
PTap Pressure tap position
p Pressure
q Heat flux (W/m2)

Re Reynold numbe
(

GD
μ

)
RMS Root mean square
T Temperature (◦C)
W Channel width (m)
x Vapor quality

z Downstream position (m)
z∗ Non-dimensional downstream position
Greek Symbols
α Heat transfer coefficient (W/m2K)
Δp Pressure drop (Pa)
δ Liquid film thickness (m)
η Fin efficiency
γ Aspect ratio (W/H)
λ Thermal conductivity(W/mK)
μ Dynamic viscosity (Pas)
ρ Density (kg/m3)
υ Specific volume (m3/kg)
ξ Pressure drop coefficient
Subscripts
0 Initial
1 Pressure tap 1
2 Pressure tap 2
3z Three zone model
av Average
b Base
ch Channel
ch-end End of Channel
evap Evaporator base
exp Experimental
f Fluid
film Liquid film
footprint Footprint area at the root of the fins
i Increment number
in Incoming
l Liquid
lam Laminar
outlet Outlet plenum
pred Prediction
ref Reference
restr-in Inlet restriction
restr-out Outlet restriction
sat Saturation
TIM Thermal interface material
turb Turbulent
v Vapor
w Wall
x Row number
y Column number
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